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Data is 
changing





From the Past 
to the future
• 2008-2013 Years of theoretical studies and hardware 

production

• 2016->……… Time to bring out the application

• “Google and Movidius who have teamed up to 
increase adoption (of deep learning 
technology) within mobile devices.”

• Google changed the «Page Rank» algorithm 
with «Rank Brain» Deep learning based

• Facebook «face recognition» is deep learning 
based

• Google and Apple cars use DL to drive 
autonomous vehicles

• Toyota is spending $1 billion on AI in Silicon 
Valley for autonomous cars

• GPT4 is the current standard de-facto for text 
analysis





What is learning and 
a learning machine





General structure of a 
learning model



Learning Pipeline

Problem: Input/Output data

Features

Require Human Domain 
Knowledge

Computer Program that 
learn a set of rules from 

examples
TRAINING

Software that 
solve the task



Innovation of Deep Learning

Problem: Input/Output data

Features

Require Human Domain 
Knowledge

Computer Program that 
learn a set of rules from 

examples
TRAINING

Software that 
solve the task

Use Many 
Raw Data



Deep Networks For:

Numerical Data -> Deep Neural Network
Applications: Production management, Prediction, Controls and Robotics

Multimedia Data-> Convolutional Network/ViT
Applications: Image and Video classification, Face recognition, Licence Plate Detection, OCRs.. 

Time series/Text -> Recurrent Neural 
Network/Transformer
Applications: Financial Analysis, Audio and Speech analysis, Text analysis and traslation, Forecasting



Artificial Neuron
Perceptron (1958)

• An Artificial Neuron is a simple 
mathematical function that receives one or 
more inputs and  yields a real-valued output.

• Its output is produced by

• Taking a weighted sum of the input data 
according to a set of parameters called 
weights

• Processing the result of the previous operation 
through a non linear activation function

ො𝑦 =෍

𝑖
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Going Deep

Why using multiples hidden layers?



Convolution
CNN (LeCunn 1989)

• Custom neurons have been proposed to 
deal with different data.

• Convolution based unit for images

• Convolutional neural networks

• Based on study 1960’s about visual cortex

• Different cells with different receptive fields



How the network learn the world
• Inner Representation is compositional
• Semantic representation must be inspected with additional 

rechniques e.g. Class Activation Maps 





Attention (Trasformer)

Trasformer (Vaswani 2017)• Most innovative paradigm in Deep 
Learning of the Decade

• Idea is to partition input in tokens

• Act at local level by considering

• Short term interaction among tokens

• Long term interactions

• Killer architecture for:

• Language Processing

• Image Classification

• Novel generative models



Text and Music Writing

Robot Dynamics Control



New 
trajectories 
2023 - 2030

Generative Models

Continual inremental e lifelong 
learning

AI regulation and Trusthworthy 
AI



Generative AI
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The most famous 
Generative AI Model
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GPT3 (Text)

• Huge Trasformer decoder

• Process one word at a time and predict the 
next (fully autoregressive)

175 Billions parameters



Opportunities

• >500 companies based on generative AI 
applications (worldwide in the last 6 
months)

• Millions of customized use of generative 
models (model structures resembles 
transformer encoder-decoder structure)

• Fostering the scale up of deep learning 
models (GPT4 1 trillion parameters GPT 2 
1 billion 1 year ago)



Continual and lifelong AI 
learning



A Typical MLOPS setup

①

A ML MODEL IS PROCESSING
A STREAM OF DATA ON A
DEPLOYMENT MACHINE.

NOVEL DATA ARRIVES.

②
THE DATA MUST BE RECORDED
AND TRANSMITTED BACK TO THE
TRANINING MACHINE

THE MODEL IS RETRAINED,
ACCOUNTING FOR THE NEW DATA

THE UPDATED MODEL
IS TRANSMITTED TO THE 
DEPLOYMENT MACHINE

DEPLOYMENT NODE

TRAINING NODE

TRAINING
DATASET RE-TRAIN MODEL

③

④

Without CL, when the domain data changes, we need to retrain and deploy the ML model.



CL Scenario I: Drift Prevention

While the model is being re-trained, the deployment 
model is incapable of handling new data. 

Its response on new data will either be delayed or 
unreliable.

CL methods allow for a plastic behavior, making the 
performance degrade gracefully until the update.

After re-training, the re-trained model replaces the 
continual learner on the deployment node.

TRAINING NODE

TRAINING
DATASET RE-TRAIN MODEL

DEPLOYMENT NODE

ADAPT



CL Scenario II: Decoupled ADAPTATION

Some novel stream data-points might not be 
transmitted due to security constraints.

CL methods might still learn from them without them 
leaving the deployment node.

When the re-trained model (unaware of secure data) 
is available, the CL learner cannot be replaced.

Our recently proposed combined CL-transfer learning3

approach allows for knowledge merging.

TRAINING NODE

TRAINING
DATASET RE-TRAIN MODEL

DEPLOYMENT NODE

ADAPT

M
ER

G
E

DO NOT
TRANSMIT

3. Boschini, Matteo, Lorenzo Bonicelli, Angelo Porrello, Giovanni Bellitto, Matteo Pennisi, Simone Palazzo, Concetto Spampinato, and Simone Calderara. 
Transfer without Forgetting. ECCV 2022.



CL SCENARIO III: Autonomous On-The-Edge Learning

Ideally, a deployed model with a strong CL algorithm 
does not need a separate re-training phase.

Instead of relying on a comprehensive database and 
training from scratch, the model might learns incre-
mentally from live data and a small working memory.

We have a strong expertise in training memory-based 
accurate and unbiased continual learning models4,5.

SMALL
WORKING
MEMORY

DEPLOYMENT NODE

CL TRAIN

TRAINING NODE

RE-TRAIN MODEL

4. Buzzega, Pietro, Matteo Boschini, Angelo Porrello, and Simone Calderara. Rethinking experience replay: a bag of tricks for continual learning . ICPR 
2020.
5. Buzzega, Pietro, Matteo Boschini, Angelo Porrello, Davide Abati, and Simone Calderara. Dark experience for general continual learning. NeurIPS 2020



Trustworthy AI





Applications made in ER

https://aimagelab.ing.unimore.it/

https://aimagelab.ing.unimore.it/


• Study Deep Learning techniques for:

• People tracking 

• People detection 2D and 3D

• Human Behavior understanding

• Anomaly Detection

• Vehicles-human interaction

• Geometric view synthesis

• Conferences and Journals:

• CVPR, ICCV, TPAMI, TIP, TMM

• Projects and Collaborations:

• PRIN COSMOS and PREVUE, EU PRYSTINE, EU ARROWHEADTOOLS, Panasonic Beta LABS, NVIDIA

• AImageLab Group: Rita Cucchiara, Roberto Vezzani, Simone Calderara 

• http://aimagelab.ing.unimore.it

ML and CV for People Analysis in Smart Urban Environment



Car perception and analysis



EyeCandy Results



Can virtual data generalize to different environments?

Can we understand how people work and interact with machines?

Machines of the future can reconfigure themselves with the confort of operators as a focus.

Learning human in industrial environment

Activity in conjunction with Tetra Pak (Automation & Digital) (Modena Lab) Emilia Romagna 



• Embodied AI: Integration between Vision, Language and Action

• Automatic description of Images and Video

• Natural Language and multi-modal retrieval

• Vision and Language Navigation

• Navigation of embodied agents in unseen environments

• Applications in Cultural Heritage and Digital Humanities

• Conferences and Journals:

• CVPR, ICCV, TPAMI, TIP, TMM

• Projects and Collaborations:

• IDEHA, CULTMEDIA, AI4CH, AI4DH

• Facebook AI Research, NVIDIA, University of Haifa (Israel)

• AImageLab Group: Rita Cucchiara, Lorenzo Baraldi, Marcella Cornia

• http://aimagelab.ing.unimore.it

Embodied AI and Digital Humanities



• Deep Learning and Graph based analysis for:

• Satellite Images self-supervised feature extraction

• Inference of physical phenomena from EO

• Epidemic and vectors analysis using temporal EO

• Projects and Collaborations:

• AI4VECT Italian Ministry of Health, 
AIDEO European Spatial Agency

Machine learning for Earth Observation

AImageLab Group: Simone Calderara, Angelo Porrello 
http://aimagelab.ing.unimore.it



AI 4 Harvesting

• Detect and locate fruits or vegetable for harvesting
• Exploit recent convolutional network for detection (e.g. YOLO, SSD, RCNN)

• Exploit precise neural network for image segmentation (e.g. Fully Convolutional 
architecture RCNN, Diffusion Models, zero shot grounding DINO)

Lawal, M.O. Tomato detection based on modified YOLOv3 
framework. Sci Rep 11,

Maheswari, Prabhakar, et al. "Intelligent fruit yield estimation for orchards using 
deep learning based semantic segmentation techniques—a review." Frontiers in 
Plant Science 12 (2021



• Using cameras and AI to 
detect interpersonal 
distances

• Assess the risk of an area

• Sophisticated behavior 
analysis models for system 
robustness and risk 
evaluation

Inter-Homines - Distance-based risk estimation for human safety

For more info https://aimagelab.ing.unimore.it/imagelab/project.asp?idprogetto=82
Prof. Rita Cucchiara rita.cucchiara@unimore.it Director of the Project
Dr. Matteo Fabbri matteo.fabbri@unimore.it

https://aimagelab.ing.unimore.it/imagelab/project.asp?idprogetto=82
mailto:rita.cucchiara@unimore.it




Industrial collaboration

Anomaly Detection on Railways

RFI - “Computer Vision for Real-Time 
Obstacle and Anomaly Detection on 
Railway” (2019-2021)



Thank you for your attention

• More on us
• Research:
•  AImageLab Research Group: http://aimagelab.unimore.it

•  Ellis Unit UNIMORE: https://ellis.eu/units/modena-unimore

• Tech Transfer and Life Long Learning:
•  AIAcademy UNIMORE: http://aiacademy.unimore.it/

https://ellis.eu/units/modena-unimore
http://aiacademy.unimore.it/
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